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ABSTIUCT

--.Forecasts of ARIMA processes are generally -mde using the Difference

Equati-n form. This is the approach favoured by Ix and Jenkins and -st

subsequent authors. The purpose of this aoais to emphasise th-at the

Integrated Form of the forecast enjoys some important advantages derived from

its ex-li.it use of the Eventual Forecast Function (EF. A brief review of

the orocedures for obtaining all the necessary components of the integrated

Form is given, and a new and direct -ethod is derived for evaluating the extra

coefficients necessary when the EFF does not yield the forecasts for all low,

times. --
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In their bcok, Box and Jenkins (1970) strongly recoumend that forecasts

of ARI.!A processes be mde using the Difference Equation form because it is p

the simplest approach. All subsequent textbooks have endorsed this view to

the extent that ver-j few of them consider forecasting in the integrated Form .'-

in any detail. A notable exception to this is the recent book by Abraham and

Ledolter (1983) which contains some useful detailed discussion of the role of

the Eventual Forecast Function (EFF) in generating forecasts. The .urpcs of

this note is to indicate that the Integrated Form does have value and is worthy°

of consideraticn. W,,e begin with a brief review of the derivation of the

necessary components for this form of the forecast.

77 ,::;: " .ATED FfF1 OF :HE mPBCS T

Suppose {X is an ARI'AA process satisfying a;3)X =
t t

where B is the Backshift Coerator which is defined by 3 t  X., and

-' q
where a(3) = I 0 a = and all seasonal and

difference terms are included in the a- and a- operators. For lead ... s

> a , k'C7-k) , where Xtii) is the forecast i-aue * ti*-. t C'-k =O "" . t ..

i and takes the lue Xt. if i < C . The solution of this difference

equation is the EFi. :t can te 'r itten as

k=i k< /

where f, (T) are deteriinistic fuctions of 7 an d -ay in 1 uJe oo -a s,.

exonentials, zinusoids and roducts of these. They my a'so be : z,.

variables generating a seasonal rattern. L

As a representation cf the T-stev ahead forecast (1) abcve is valid for

only > " - . I ' > , then for 7ead tines 7 , ....M

L

-, ( °.- N.



where {e is the sequence of one-step ahead forecast erro.rs, i.e.

et X X - (1C)

et t U .

Box and Jenkins (1970) show that the current value of b

may be obtained from b via a linear equation b =Lb he 7he

matrix L effects the changes in the coefficients in revising the time originZ-

from (t-l) to t , and can be obtained as L V,.. 7 where F is, the (nxp)

matrix wvit', (i,j)h element f.(M1+) Th'e vector h Fl

whCere and {et } is the coefficient of B .

Ak

P(B)/oa ) ,the usual rving-ave rage representati of i , ,

process.

ma fe ray note that the revision mat rix T is block diagoal. Ea.,e blo-. -

corresponds -.o a real (repeated) linear factor or conjugate pairs of cornl02ex

-actors in aBe) The effect of this structure is that individual 23monents

can be rxnitored, revised and project-ed indep--endently of the oth-ers. Thus, for

examrle, any linear trend and seasonal factors can be obtained at each time t

given onl' t 'eir values at t.t--i) and the latest forecast error e,

Details of the derivation of the revision equations for the linear trend and

s e a s onaI: di ferenced H'1,,DAe forecasts are given in McKenzie (1984b).

They can. be oained tie r iiect evaluation and inversion of the matrix F,.

If we wish to garenerate not aterely ordividua compnrents of the out le

forecast itself 1.usingc the Integ'rated for.-, :.,e -zust use Ul) or (2) above.

acr it is necessar e to obtain (d_ r 0,u , Ct.hat = .enT,2,.. . P-.

-is: :croblde:r is re.erreo to or" l. . .. y oenktns rnd appnears to be ...

a e obed i er. pever e esen her a eneral solution rat-

Dt t e d-czerivion to the parameters . .-

.ev~~on quaionsforthe inea trnd |_
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The derivation of this result is given in an Appendix at the end of' the paper.

There it is showvn that L. =d j~ ,,. .- ,2,. .,M).
i'j T+1,- j l2..,-

Thus, it is necessary to obtain only {dT'O T =,2.,},and these are

easily derived from the following matrix equation.

a a P a p_2 d11 0  P~

a P a P1... d 2, 8+
p p-2. 2,0 3p+3

0

at d,

The triangular nature of thest equations evidently r~sthem particular"'% easy

to solve. This is especially true when we note that M. q -p is very rarely

large.

Box and TJenkins give som~e non-seasonal examples in their book and a sea-

*sonal. one is given in 'McKenzie (1984a) expressing the well-1lown airline model

* forecasts in current level, gradient and seasonal factor form. .,ie give one

other brief example here to illustrate the evaLuation of the d-coefficients.

Consider

(I. t B)(1 -5X (1-eE a

Now, M q-p 4 -2 2 Thus,

L L2..



The Integrated Form o the forecast is now

t t
x() b + b + ~d 1 e, + d e

tt2

X (2) =b. + * '
= bI T*d 0 t

where

b 0 b ),'± (1-- e

"Whi'le iis certa-n,- true -.-at th e 7,ifferenz

s .m es t m th-e!7ra-. ca~ n t n- a-zra ne,- nD 't e ',t:- 7r-:

efficient conzutational!Zy Th relaive efii h o ~e tcfsrm~s ''

jon wh-a-. iead times are -.o '-e fcrecast and 'ho-. often. Thins asoec-. 3-:

forecastingc has alrea-:;y teen oedb dohi '911 and mcre re-n.yt

-~2 he -two fzrns ':'on,. to tvo -4istic ac-roacses.

s::: erence -renntoc urs e-a'e fcorecas.3 recursi> for 211- leaf ine-

u-, to the rxeu 4 ":re . "Se :f te :rtez-ra-,edEo, (n the ct-e ,. n

:n.vo -ves the c uaincfa zet of values '..hoh tj e use 4, 'o const:ruc-t

forecasts or ar z' lead tns

an ilutraion cos r the ARAO2l rcss. :-Ix and ''--

flr1. -"-dscuss forecastin.: this zrocess in ~e~lusin-7 tot'- -oro es,

so we simvl> rerro(duce the :':rms here. 7he :nerao orm is cn~ee first.

* Lt ha5 two disincttr

b0 - e

bb, h, * e

AoIddiim



(ii) Forecast Equation

t tX.(W) = b kb k > 1 (5)
0 1

t t SThere is a fixed computational investment in generating b (b bl)
moI

before any forecast can be obtained. Once this is achieved, however,

forecasts for any lead times are easily derived using equation (5). All the
S

storage requirements relate to the revision equations (4), and here involve
btl, h., h and e.

For the Difference Equation form, the forecasts are generated direct>,:'

Xt(1) = Xt_(2) + et

X,(2) Xt-l(3) + 42a,

Xt(k) = 2Xt(k-I) - X t(k-2) 3 (7) S

Note that there are no revision equations which do not generate forecasts.

iowever, it is clear that the forecasts of lead times k=1,2 and 3 play a rcle

in equations (O) and (7) similar to that of bt in equations (4) and (5).

Another important point here is that to obtain forecasts for anyI lead t4--

using (6) and (7) we must first generate the forecasts for all shorter lead

times.
To illustrate the d fferences between the two approaches we consider some

si.=e Core.,asting scenarios. Suppose we wish to forecast for lead times k =

,2,...,T. The co.mutational requirements are clearly omarable. The
I

..nterated Form requires less storage to generate the forecasts, but the

revision equations necessitate a little m)re ari tmetic than the use of C))

and (7). Suppose now that the lead times of interest are not cons:ecutive.

or exa.1_e, suppcze we wish frec.sts for lead times -:=1,2,3, 2 and 2,.

using the ntegratei Form,, .,;e nee- t-, generate cnly these six forelac-s, oce..

",P -

: "::'-rS. . . .. . . .. . . ..
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b has been obtained. However, the Difference Equation form requi.-s the

generation of all 18 forecasts. Alternately, we my routinely forecast for

lead times 1,2 and 3 and occasionally require forecasts for others, e.g. 6,2,

18 etc. .gain, it is easier to generate these via (4),(5) than (6),(7).

Another prediction cf comrnon interest is the cumliative forecast, '.e.

the forecast of Y() X. It is given by Y,(T) W .Ck -Usn the

kt. k,

Difference Equation form we ,must enerate X,(k) for k=i,2 ,...,T and then sxLn

them. For the Tntegra e- d 7orm, we can use a single forecast:-

At '

Y _'-) b + . TTb b
00

Thse ..s .yeua'ly well to other situaticns iwn 'ic linear

func to.s cf future val ues are to be -redicteu. Thev are uSually more easil-

treate usi_".:n the :nte-rate orm.

There is no sucgestion here that one approach is always better tha the..

cther. Rather that each has 2ertain advantages in cera'n situatizns. -h"e

invesz:men: t .eicn ouationsof he nt-g-ra-ed .. . - ields -eater

fex.... : ,. . -recast :enerati.o.n and a variety of forecastir. problers are

-.us :-Dre eff iciently treated by this arproach. _o assess the cost of sucn.

....veot.ent, note that the dimensicn cf the vector b is the order of the

.

* he~:fe~n -ioatin cm is.xr- efficient in g'nera.l. Hcwever, whnen leacd

times .... re etired, tne -._,er ... r. oh en" , !s w.e .;,

•seen, cn a n'-T'er of factors.

id
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On the other hand, there is a mst L-portant advantage enjoyed by the

Integrated form. It lies in the area of interpretaticn. This is -n ascecto Of

forecasting which should not be underestimated. WIe my recall Stern's

comments (1974) that managers who require forecasts may be pre;ared to accet

trends and seasonal effects because these correscond to faidliar ideas. This

view is merely one cf mary such cris de coeur still heard by forecasters. The

true value of a forecast is not invested solely in its accuracy but also in

its credibility. The former can be assessed only after the event forecast,

whereas the latter will determ.ne wnether the forecast is used at all. -

modelling of tine-series as .M cr oesses is now a common practice, than.s

*-e a'. :' o:" a -y eari:e of cowerful computer rackages. "ev crt e -

a major hurdle for most users is still the cractical inte:3retaion of "he

forecasts.

The re't-e for enioys an advantage here is that

-enerstes the forecast vira rhe Eventual Forecast Function EF l. This "s a

linear zombin c'in of ieeerm~iistic functions of the lead tiz.e . -or fix,

, the functions are :.o.-n exactly", but their coef n ...s Ln the ":>...

z;mination -.?ca:-. a it- each ne.; observation. Thus, in th e

exanle, the 7= is ..... e..at , ) The deterministic functions are

and Their coefficients, the compo.nents of b,, are revised

with each new . .servai v.. ia e.uati'ns ) The new observations all.w the

freczst to adart, while -reservn; the basic structure of the EF.

Thi.tr"v..C- -crtant because the individual deterministic

funnctio~s :wnicr a~tzr in tne EFF can c ten be readi,' i.nterrete in 'ers

....... ili -rathce, ren,'s, gr..th and seasonality. i s

interestin. to rote that "- is the practice cf the 7ore ad c .reca .

systems such-' as c :r Ex~cnential Czcotninj to r.r:el the forecast as

::, . .. . . .



just such a linear codinfat'cLo of deteministic functicns. sure- , t

success and .ide acceptability of these systems Is a~t least :ar-.'J 4,,e t,:

fact that 'he4- nredictizns are cast in a familiar form. n Mi-c , rce

recently popularized systems such as the B-ayesian -rxdes of :-arri s C- an,

Stephens (1976), or the Kalmakn Filtering- approach discusse-by Harvey

are also construc- ed around these sare fa ircomronents of Irn

seasonality, etc. Or the other hiand, nonre of the sc:'tware aaibefo-r

modelling and :'orecastinr~ 2R! rocesses can generate fore a.3ts -'n this

readily-I inderstocd form. Neetheless, such inter-.re tatiorns are availahble ;

the =ccmoen-.3~ the LT n the R7'.A :crecaC- 7-ese 7.a-:~nt be

~x~mou nitored, and p-roj- ected.

As an lu~ we consider the sales '-'j se

-. eze.19 7- Th Ata are- given in Abraham and LeJdu'-er 93,an;

.he :'i:;d x;el "here is (1B-)~ (-.~(-.3~a*The r rc r

I~S c-ce. -wsin: :ccca.nec rom *cas' '-'

comr2nenzS 7,:)~:~tert'uTr7.0: the fo-rec-:at *''- .a: ard

n~cessQary. revisin eustior-,z obtainedusin;herzdrs sr:

07 - ' 3 e

~ t, .~~-' -asz~en oServed an: . ev.uta -tn



revision equations yield current values for the non-seasonal coitron"ent bt

t-

corrxonent, b -is the current Level of the process, and b* th-e current gradi ent0

of the linear trend, i.e. the predicted rate of change in level zer rror'th. In

t
the seasonal compvonent, S, is the additive seasonal factor for mnth (t~k). It

ic

predicts the amount by which the data will deviate from the process level k

* months frcm n.,, (tiAme t).

Exhibit I about here.

ExribIt Idisjplays the data for the years 10,68-75, and th.e c,3resppCr.J z

values of the current level. The values of the gradient are not displayed, but

follcw a -ath sL'ailar i. shaze to that of ',he level, though with a different

vertical. scale. "n J'arua:-j 9dS, ithn a --ata value of 35, . we fin~d the curr-ent

level is 4 1.8 and the --rad4ient 3..267. :-hus, in this month, th-e ncr-seassnal

ccr.-conen-. of the forecast for mont'!s ahead is z,,*-en by, (;l. + 0."67 ;

Clear'-y,, as the data evolvei, thsproved to be opt i msti C, a s th-e trend- .4.urin

the n-ex-, two Years appears 'to be d-owAnards. This is3 ref .ec-ed in *."he Jan-,ary

1970 rgradc-nt D.027, which, is srra-"-er, but stl pstie rom. equation "S),

*we can see th-at the cradient adazts only slow',% with each new observaticn. In

Jarnua:7,, :97 and 1977, th'e g-radient adacts 'o the increasing.: level, wihvalues

0..23 and 0.231 . respectiv*-ely. in the latter ==nth, the p~redicted linear trend

in th-e zrocess 'mornths ah~e%. is (59.7 + C.3d' ). As Ex(hibit 1 clearly shows,

this wrould h-ave been a very :pcar Io~ te1, "rm : redicticr_ However, ':y jaruar-,

197%, the predi'c tec t -en:d is .!7 ~ This, in- the evnt !7.y e

little pessimistic. It is im~portant to note that not only, have we been able to



quote the non-seasonal compcnent without reference to the seasonal =e, tut,

* from equations (05) and (9), we can calculate them' separately. Thus, f --

examarle, we could forecast using th.-e Difference Ecuation form and monitcr the

* ~level and tren~d directly via ()

Exhibit 2 abo)ut here

The values of' the seasonal ccoaonent are revised with ever:y cbse rvatic.

and can be rlctted in the same w.,ay as the ncn-season one. Since it invves

twelve paths and they are, in fact, very stable, they are no-t reprcouc'ed he-re.

*It is us't as revealing, i this case, to -lot the current seasonal comicnent

*of th e (Ja -a, i. e. x b . 'This is 11-sulayed in Exh 4 i 2. There is a vexa

c c.ear and~ coonsistent seasocnal z attern. -he months :.!arc , =nt _ are

aiways high and approximately the same. 7he other 7crvn"s are eqailly

consistent, aith the pocssitle excection cf ec'b r .1hcn a:crears to ,,io a

do.rn:aro trend. It is interesting to not.e that ';hen a subset C' thIese _4-a

toM' 95 as: ana Ivoed earl er * ::ner.and ia 017 Cs'. olthCrs

c -C e a zode i- ;h'r e z* ascral cocnrtwas --ennitc he

-uc a -cod 2 is -re:'-ected in Exhibit 2. ',Ie woud avt '.

tore a n sc :n crn Scon eh sesn ccnonnt n- efti fr

:h'e nzir:cs-e of ths arer is to rnke a caefor tC.*sfun ,s the

-* nteg;rated F7cm o' an A7M 'oreza-;t. A brief' review of itS ;derivat!or.i

:Dresented. A new melthoi( fo:r obtainir.g an ess-ntia: cairt c.'ti

*etil. -his Loinc:' of e '-r-.atas 'nfter. I e '. g2ectei in t.he

0u -t.as scme itsu iirec-,er -.,~*--~ '~ a.:

EvenTual Fcrecast T'Tcon art icular, -.;.e have emohasisc i tw-o 7oints.



First, it need not be, as is often supposed, corputationaliy; .ruerior to

the Difference Equation approach. Secondly, it offers, via the 7F,

the
considerable advantages f"or interpretation of the forecast. In both cases,te

argunent is illustrated with an exarmle.
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APPENDIX

Derivation of the d-coef f icients

First, note that substituting equation (2) into the usual forecast

revision identity Xt(T) X,_. (T-l) + 4Tet, and using the revision eq.:uaticn

b = +he yields d. , (j = 1,2,.. ; , = 1 , )-t -t-i. -• t

Thus, it is necessary to obtain only {r T = 1,2,...,M} ani this -.!, be

ac.ieved as follcws.

App'ying the usual conditional exrectation argunents to Xt  to deri-ve T-step

ahead forecasts for T = p , 2,...,q , yields

0" 'I0

pp

L e

Usi ng equation 9-n d- the fact that ,.. k) he e t -ha r. s~ q cf (11

m1<=v i-ew-ti-

ve:,:e ,± = maxC, -+r-M) A further appii sticn cf e7:1-: d ; s .

p 'A -r +,k-. -

rC
k=W - --, -

wh-i : is to be equazed to the i ht -hand .3ide o (11).

Equa " -": ffi i cf e """ I ef

1 r- + r - .

.v.ere <... < X . -- i r -< th-

e q us t s 2 it s a~; to ri e th*-e -?atr~:

............ ....
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Solid line:Data; Dotted line:Current Level bot
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Exhibit 2. US House sales: residual seasonal pattern
after removal of Current Level bot
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